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ABSTRACT 

Continuous developments in mobile networks and positioning technologies have created a strong market pressure for location-based 
services (LBS). Examples include location-based emergency services, location-based service ads, and location-sensitive billing. One of 
the major challenges in deploying LBS systems extensively is the privacy of location-based data. Without security, the widespread 
deployment of location-based services endangers the privacy of mobile users and exposes significant vulnerabilities to exploitation. In 
this article, we describe a customizable identity model to protect the privacy of location data. Our model has two unique features. First, 
we provide a customizable framework for supporting variable naming with the k variable, allowing a wide range of users to take advantage 
of location privacy security with personalized personalization requirements. Second, we design and develop a spatial and temporal hidden 
cipher algorithm called Clique Cloak, which provides location anonymity to LBS provider mobile users. The secrecy algorithm is run by 
a location protection broker on a trusted server, which hides node-related messages by hiding location information in messages to reduce 
or prevent privacy threats before sending them to the LBS provider. Makes cell phones anonymous. Our model enables each message 
sent from a mobile node to specify the level of anonymity that is desired as well as the maximum time and space tolerance needed to 
maintain the anonymity. We generate the effect of the undercover algorithm under artificial conditions using realistic artificial location 
data using real road maps and traffic volume data. Our experiments show that the k-anonymity location model with multi-dimensional 
secrecy and the k-adjustment parameter can obtain a high guarantee of anonymity k and high resistance to location privacy threats without 
significant performance penalty. The results shows after presenting the proposed solution, the mobile dataset was introduced along with 
the criteria for deviation ratio, execution and prediction accuracy. Providing information and predictive accuracy has improved 
significantly. 
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Introduction   The use of mobile databases is rapidly increasing due to the 

continued growth of higher-capacity hardware devices and more 
powerful CPUs together with the rapid development of wireless 

technology. Mobile devices are gradually being used for database 

applications such as sales, ordering, customer relationship 
management. Data access method and management of them has 

changed completely according to these applications are mobile. 

Instead of using a centralized database, these applications are 
closer to the application's independence and performance 

enhancement. There are various definitions of a mobile database. 

Some researchers define the mobile database as a database that is 
stored on mobile devices such as laptops, PDAs and mobile 
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phones [1]. Other researchers have identified it as a distributed 

database that is available in mobile mode [2]. Others see it as a 

collection of distributed databases, fixed databases and ad-hoc 
databases and scattered information repositories. A distributed 

database is a location for a mobile database that addresses the 

requests of mobile users [3]. Vijay Kumar presents the reference 
architecture (Fig.1) for the mobile database [2]. In this 

architecture, the fixed host (FH) and base station (BS) are 

connected via high-speed wired network. One or more base 
stations are connected to the Base Station Control Center (BSC), 

which coordinates the operation of the base station by the Mobile 
Switching Center (MSC). Some basic data processing capabilities 

are incorporated in the base stations so that they can be 

Synchronize with Database Servers (DBs) Unlimited mobility in 
PCS and GSM is enabled by wireless communication between the 

base station and the mobile unit (MU). Combine data with PCM 

or GSM, any database server can access any fixed base station or 

host. The combination of MSC and PSTNleads to the 1  
connection of the mobile database system to the outside world. 

 
Figure 1: References Architect [2] 

Apart from the reference architecture, there are three other 
types of mobile database architectures: client architecture/ 

Server, server architecture/ agent / client architecture, peer-to-
peer architecture. 

With the advent of wireless communications with the Global 

Positioning System (GPS), location based services (LBS) have 
attracted considerable attention and are becoming one of the 

fastest growing services [4-6]. In an LBS, a mobile user sends a 

location request (LSP) containing their location and interests. 
The LSP locates a POI2 near the user's current location (for 

example, garages, car parks, supermarkets, and restaurants) 

according to user interests. However, the LSP may violate user 
privacy [7, 8]. By collecting user requests, an unreliable LSP can 

infer personal information about the user, such as his location, 

preferences, mode of transport, and possibly his health [9, 10]. 
Even worse, the LSP can disclose user private information for 

financial or other third party business interests. As a result, 

protecting user privacy is beneficial. Different approaches have 
been proposed to reduce the risk of loss of privacy in LBSs. Most 

of them adopt a fully trusted third party architecture (CTP) [11, 

 
1 Public Switched Telephone Network 

12], which acts as anonymous. When a user issues a request, it 

sends it to anonymous to remove the user's caller identity before 

sending the request to the LSP. In addition to removing the caller 
identity, the anonymous also frequently blurs the user's location 

with "cloaking". Cloaking is where the user's actual location is 

replaced by a loop. The user is somewhere in this loop, like other 
K-1 users, thereby providing K-anonymity [13, 14]. However, it 

destroys the POI, resulting in the POI results being refined to 

anonymous to return more accurate results to the user. While it 
is likely that the user will bypass the results almost immediately, 

it is anonymous to store them so that they can respond to future 
requests. They can receive their POI service directly from 

anonymous stored results, no need to submit their requests to 

the LSP. 
Nowadays, enormous amount of location information will be 

produced by digital devices such as smartphones [15], smart 

watches [16], smart glasses [17, 18], navigators [19], traffic information 
systems [20, 21], closed-circuit cameras [22], Internet of Things (IoT) 

sensors and robots [23], medical devices, biomimetic [24], drones 

and satellite [19], etc. Meanwhile, related to the location 
information, sub-sequence matching, time-series analysis, and 

trajectory pattern mining [25] have been employed, but they have 

a well-known limitation of safety assurance. To overcome the 
limitation, some studies have been conducted about the 

anonymity of location data such as K-anonymity [26], I-diversity 
[27], t-closeness [28], location semantics [29], differential privacy [17, 

30]. They have been usually employed on the point-based location 

information, but they are not appropriate to the anonymize 

trajectory database. In addition, the researches have revealed a 
critical drawback in that they have greatly restricted data utility 

(e.g., 95% of data removal) [31]. Basically, the stronger to stress 
on securing anonymity, the smaller is the data utility. Without a 

fundamental breakthrough that solves this dilemma, it is 

inevitable that the negative effect of utility constraint will be 
continued, since personal information is the more important one 

to be secured (e.g., GDPR in EURO [32]). Furthermore, 

differential privacy for queries has been widely used to protect 
individual privacy. This returns a changed result by adding and 

removing Laplace noise to an original result for the queries to 

protect individual privacy included in database [20, 30]. 
Researchers have proposed multiple solutions for solving  privacy 

disclosure problems caused by LBSs. The  existing privacy 

protection methods for LBSs mainly  include data encryption, 
pseudo  addresses, space conversions  and anonymity areas [33–38]. 

These methods are  mostly focused on the location data, without 

delving into  the relationships between the location data and the 
users, or  the privacy implications of the location data. It is 

difficult  to capture the significance of real-time human activities.  
Therefore, a growing number of researchers have studied  
location privacy protection based on semantics, with a view 
toward achieving a deeper level of protection. The protection  of 
semantics-based moving object trajectories has  also become a 

focus of more research [39–41]. With the increasing awareness of 

semantic information  in trajectories, trajectory protection 

2 Point of Interests 
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methods have gradually  developed into methods based on 

semantics. Monreale  et al. classified locations in order to 
generate generalized  user access addresses, which enabled the 

creation of  anonymity trajectory datasets that ensured that the 

probability  of identifying user IDs and accessing sensitive  
locations was lower than a given threshold [42]. Lee et al.  also 

imposed a threshold on the information obtainable by  adversaries 
[43]. They suggested exploring location  semantics by observing 
users’ length of stay. Moreover, the  ratio of suppressed frequent 

sequences is a direct indication  of anonymized data quality for 

trajectory pattern mining [44, 45].  

Modeling 

K-Anonymity 
k- Anonymity is a model that addresses the question, "How can 

a data holder publish a copy of his private data with scientific 

assurances that the data subject cannot be re-identified while the 
data are they actually useful?" [46] For example, a medical 

institution may want to publish a medical record table. Even if 

people's names can be replaced with dummy identifiers, some 
features (so-called pseudo-identifiers) can extract confidential 

information. For example, the date of birth, zip code, and gender 
characteristics in the disclosed table can determine a person 

individually. Joining such a table with some other information 

sources available, such as the voter list table, which contains 
records containing traits that form pseudo-identities as well as 

individuals' identities, medical information can be easily linked to 

individuals. k - Anonymity prevents such privacy violations by 
ensuring that any personal record exists only if there are at least 

k - 1 other (distinct) individuals that are not identifiable by the 

pseudo - identifiable values of the former. 

Location Based K-Anonymity 
In the context of LBS and mobile users, location anonymity 

requires that location information contained in a message sent 

from a mobile user to LBS is not detectable from at least k-1 
messages other than messages from different mobile nodes. [47]. 

In general, anonymity in LBS depends on the confidence of the 

individuals involved and should be examined in several layers on 
the network stack. In this article, we will solve the problem of 

having an k location in the application layer by accessing LBS 
providers with anonymous location information. The location 

protection algorithm uses location-to-location secrecy to convert 

any original message from a mobile node to a privacy-protected 
message with a k-anonymity guarantee. As shown in [47], 

anonymity k can be used to prevent attacks such as confined space 

detection and observation detection. The former discloses 
identity by joining a known community of a message, while the 

latter by identifying location information from external viewing 

to a message. 

k-Anonymous Location Information 
In order to record different privacy conditions and ensure 

different levels of service quality, each message from the mobile 

node also specifies its level of anonymity (k value), location 

tolerance, and time tolerance. The primary task of the 
anonymous server is to convert the location of each message 

received from the cellular nodes into another message that can 

be transferred (k-anonymously) to the LBS provider (by sudden 
transmission). The basic idea under the K-anonymity model is 

twofold. In the first step, by reducing the accuracy of the location 

by enlarging the revealed spatial area, one can maintain a certain 
degree of location anonymity, such that the other k-1 mobile 

nodes exist in the same spatial region. This approach is called 

spatial abduction. Second, it is possible to delay the sending of 
messages to obtain anonymity of the location until the mobile 

nodes visit the same area located by the sender. This is called 

temporary abduction. We express the set of messages received 
from mobile nodes as S. We formally define the messages in the 

S series as follows: 

: , ,{ , , }, ,{ , , },
s id no t x y

m S u r t x y k d d d C  

Messages are identifiable by the sender ID, the message reference 

number pair ( , )id nou r , in the S. Set of messages from the same 

cellular node have the same sender ID but have different 
reference numbers. In a received message, x, y, and t together 

form the three-dimensional spatiotemporal point of the message 

that is marked as ( )sP m . The coordinates (x, y) refer to the 

location of the mobile node in two-dimensional space (ie, the x-

axis and the y-axis), and timestamp t refers to the time the mobile 
node was present. That position (time dimension: message axis). 

The k value of the message indicates the minimum level of 
anonymity you want. The value of k = 1 means that the message 

is not anonymous. A value of k> 1 means that the converted 

message is assigned a spatially-hidden cache that is no longer 
detectable by at least k-1 converted messages, each with a 

different mobile node. Larger k values indicate a higher degree 

of anonymity. The message value td represents the user-

specified time tolerance. This means that the converted message 

must have a spatially-hidden box whose layout contains no point 
more than t. Likewise specify the tolerances according to the 

spatial dimensions. The values of these three parameters depend 

on the external LBS requirements and user settings depending on 
the quality of service. For example, longer spatial tolerance may 

lead to more accurate results than location-dependent service 
requests, and longer temporal tolerance may result in longer 

message delays. Let ( )  ,      ,    v d v d v d = − + be a 

function that extends a numerical value v to a range by amount 
d. Then, we denote the anonymity constraint box of a message 

sm  as ( )cn sB m and define it as: 

( ) ( ) ( )( ). , . ,  . , . ,  . , .
s s x s s y s s t

m x m d m y m d m t m d    
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The field C in sm  denotes the message content. We denote the 

set of transformed (anonymized) messages as T. We formally 
define the messages in the set T as follows: 

: , ,{ :[ , ], :[ , ], :[ , ]},t id no s e s e s em T u r X x x Y y y I t t C  

For each message sm in S, there exists at most one 

corresponding message tm in T. We call the message tm , the 

transformed format of message sm , denoted as ( )t sm R m=

Concretely, if ( )t sm R m= , then . .t id s idm u m u= and 

. .t no s nom r m r= . The ( , )id nou r  fields of a message in T 

should be replaced with a dummy identifier before the message 
can be safely exported to the LBS provider. In a transformed 

message, :[ , ]s eX x x denotes the extent of the spatiotemporal 

cloaking box of the transformed message on the x-axis, with sx

and ex denoting the two end points of the interval. The 

definitions of :[ , ]s eY y y and :[ , ]s eI t t are similar with y-

axis and t-axis replacing the x-axis, respectively. We denote the 

spatio-temporal cloaking box of a transformed message as 

( )cn tB m and define it as ( ). , . , .t t tm X m Y m I . The field C 

in tm denotes the message content. We describe how the fields 

of a transformed message in set T relates to its counterpart in set 

S, in the following subsection. 

k-anonymity Constraints 
The following basic characteristics must be kept in mind a raw 

message sm in S and its transformed format tm in T: 

- Spatial Containment: 

. . . . .s t s tm x m X m y m Y   

- Spatial Resolution: 

( )
( )

. , .

. ,. .

. s s x

s s

t

t y

m

m

m x m d

m y

X

Y m d


 

- Temporal Containment: 

. .s tm t m I  

 

- Temporal Resolution: 

( ). .. ,s s ttm m t dI m  

 

- Content Preservation 

. .s tm C m C=  

 

Spatial containment and containment needs simply indicate when 

the message hidden box has become, ( )cl tB m , should contain 

the spatiotemporal point ( )sP m of the original message sm . 

The spatial resolution and temporal resolution requirements 

indicate that, for each of the three dimensions, the amount of 
latency-time hidden message box must be within the range 

defined by the tolerance value specified in the original message. 
This is equivalent to saying that the converted message hidden 

box should be in the main message restriction box, i.e. 

( ) ( )cl t cn sB m B m . 

Content retention is a trivial feature, which ensures that the 

content of the message as it stands, is copied from the original 
message to the converted message. We officially record the 

essence of K-anonymity with the following requirement, which 

states that, for a message sm in S and its transformed format tm

in T, the following condition must hold: 

- Location-based k-anonymity 
' ' '

'

'

, . . ,| | .

{ , } , . .

, ( ) ( )

 

i j i j

i i

t s

t t t id t id

t cl t cl t

T T s t m T T m k

m m T m u m u

m T B m B m

   

  

  =

 

Requires the k-anonymity requirement for each converted 

message tm , there has to be at least sm .k − 1 other 

transformed messages with the same spatiotemporal cloaking 
box, each from a different mobile node. A key challenge for the 

spatiotemporal cloaking algorithm is to find a set of messages 
within a minimal spatiotemporal cloaking box that satisfies the 

above conditions. 

 Evaluation Metrics 

An important measure of success is to evaluate the effectiveness 
of the k-anonymization pattern. Specifically, the main purpose of 

the encryption algorithm is to maximize the number of successful 

messages in accordance with the k-anonymity constraints of the 
location. In other words, we want to maximize | T |. Success 

rates can be defined as the percentage of messages that are 

successfully anonymized (transformed), i.e. 100 ∗ |T|/|S|. 

Other important measures of efficiency include the level of 
relative anonymity, relative temporal resolution, relative 

resolution, and message processing time. The first three are 

measures related to quality of service, while the last is a 
performance measure. 

The relative anonymity level is the measure of the degree of 

anonymity generated by the hidden algorithm and normalized by 
the level of anonymity required for messages. We define relative 

anonymity level over a set of transformed messages 
'

T T  as: 

'
( )

|{ | ( ) ( )} |1

| | .
t s

cl t cl

m R m T s

m m T B m B m

T m k= 

  =  
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Note that relative anonymity level cannot go below 1. 

Spatial relative resolution is a measure of spatial resolution 
provided by a secrecy algorithm that has been normalized by the 

minimum acceptable spatial resolution defined by spatial 

tolerances. We define relative spatial resolution over a set of 

transformed messages 
'

T T as: 

'
( )

2* . *2* .1

| | || . || * || . ||
t s

s x s y

m R m T t t

m d m d

T m X m Y= 
  

where || ||l ,when applied to an interval l, gives its length. 

Higher relative resolution values indicate more effective secrecy 

achieved with a smaller spatial clay region. 
Relative Time Resolution is a measure of the temporal 

resolution provided by a secrecy algorithm that is defined with 

ordinary acceptable minimum time resolution defined by 
ordinary time tolerances. We define relative temporal resolution 

over a set of transformed messages 
'

T T as: 

'
( )

2* .1

| | || . ||
t s

s t

m R m T t

m d

T m I= 
  

Higher relative resolution values indicate more effective secrecy, 
which results in a shorter time interval and, consequently, less 

delay. Relative spatial and temporal resolutions cannot reach 

below 1. 
The message processing time is a measure of the 

performance of the execution time of the caching algorithm. If 

computing power is available to handle high-speed incoming 
messages, message processing time may become an issue. We use 

the average processor time required to process 310 messages as 

the message processing time. 

Data Structures 

We briefly describe the four main data structures that are used in 
our algorithm. 

• Message Queue, mQ : Message queue is a simple FIFO queue, 

which collects the messages sent from the mobile nodes in the 

order they are received. Messages from this queue are displayed 
by the algorithm to be processed. 

•Multi-dimensional Index mI : Multidimensional index is used to 

efficiently search for locations and locations of messages.  For 

each message, say sm , in the set of messages that are not yet 

anonymized and are not yet dropped according to expiration 

condition (specified by the temporal tolerance), mI contains a 

three dimensional point ( )sP m as key, together with the 

message sm as data. The index is implemented using an in-

memory R tree
 −  in our system. 

• Constraint Graph, mG :The constraint graph is a dynamic 

graphical memory that contains messages that have not yet been 
anonymised and have not yet fallen due to expiration. The multi-

dimensional index mI is mainly used to speed up the 

maintenance of the constraint graph mG , which is updated when 

new messages arrive or when messages get anonymized or 
expired. 

• Expiration Heap, mH :The mass expiration is a medium stack, 

sorted by the deadline of the messages. For each message, say 

sm , in the set of messages that are not yet anonymized and are 

not yet dropped due to expiration, mH contains a deadline 

. .s s tm t m d+  as key, together with the message sm  as 

data
 . Mass expiration is used to detect expired messages (that 

is, messages that cannot be successfully unspecified), so that they 
can be logged out and eliminated. 

Algorithm Details 

We assume that cellular nodes will not send new messages unless 
their previous messages are anonymized or explicitly deleted due 

to anonymous hidden algorithm expiration. The pseudo-code of 

this algorithm is given in Algorithm 1. The algorithm works by 
sequencing messages from the queue and processing them to be 

k-anonymous in four steps. 

The first step is to update the data structures with the new 
message and integrate the new message into the constraint graph. 

When a message, sm is popped from the queue, it is inserted 

into the index mI using ( )
csP m , inserted into the heap mH

using . .
cc s ts t mm d+  and inserted into the graph mG as a node. 

Then the edges with vertex 
cs

m are constructed in the constraint 

graph mG by searching the multi-dimensional index mI using 

the spatiotemporal constraint box of the message, i.e.

( )
ccn s

B m , as the range search condition. The messages whose 

spatiotemporal points are contained in ( )
ccn s

B m are candidates 

for being
cs

m ’s neighbors in the constraint graph. These 

messages (referred to as N pseudo-N code) are filtered based on 
whether their space-time constraint boxes contain a filter

( )
csP m . The ones that pass the filtering step (excluding 

cs
m  

itself) become neighbors of 
cs

m in the constraint graph. See lines 

7-16 in the pseudo code. 

The second step is to apply the local-k search algorithm to find a 
clique in the constraint graph. In local-k search, we try to find a 
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clique of size .
cs

m k  that includes the message
cs

m . The 

pseudo-code of this step is presented separately in Algorithm 2 
as a function of local-k search. Note that the local-k search 

function is called algorithm 1 (line 18) with parameter k set  to

.
cs

m k . Before beginning the search, a set ( )
cs

U nbr m is 

constructed such that for each element sm U , we have 

.
cs

m k k  (line 4). This means that the neighbors of 
cs

m

whose anonymity values are higher than k are simply discarded 
from U, as they cannot be anonymized with a clique of size k. 

Once this is done, the set U is iteratively filtered until there is no 

change (lines 5-13). At each filtering step, each message 

sm U  is checked whether it has at least k−2 neighbors in U. 

If not, the message cannot be part of a clique that contains 
cs

m  

and has size k. After the set U is filtered, the possible cliques in 

 
cs

U m that contain 
cs

m  and have size k are enumerated 

and if one satisfying the k-anonymity requirements is found, the 

messages in that clique are returned. Although the general 

problem of finding cliques in a graph is NP-Complete, up to 
values of k = 10, (where k = 5 is considered as a good level of 

anonymity [10]) the search step does not form a bottleneck. 
The third step is to generate k-annonized messages that are sent 

to external LBS providers. If clicked, the messages in the click 

(labeled as M in pseudo-code) are anonymized by assigning MBR 
from the spatio-temporal points of the messages in the clique,

( )mB M  as their cloaking box. Then they are removed from 

the graph Gm, as well as from the index mI  and the heap mH . 

This step is detailed in the pseudo code through lines 19-27. If 

you find a clique, the message stays inside the system. It may be 
collected and anonymous later when processing a new message 

or may be lost due to expiration. In the following sections, we 

discuss more advanced methods for searching for clues. 
The fourth step is cleaning the expiration stack. After processing 

each message, we examine the expiration stack for each expired 

message. The message at the top of the stack expires and is 
checked if it expires. Such a message cannot be anonymous and 

is excluded. This step is repeated until the message reaches the 
deadline before the current time. Lines 28-37 are pseudo-code 

related to message expiration. 

 

 
 

 

Nbr k−  Search 
When searching for a clique in the constraint graph, it is essential 

to ensure that the newly received message, say
cs

m , should be 

included in the clique. If there is a new clique formed due to the 

entrance of 
cs

m  into the graph, it must contain
cs

m . However, 
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instead of searching a clique with size .
cs

m k , we can try to find 

out the biggest clique that includes .
cs

m k , of course making 

sure that all messages inside the clique has a k value at most equal 

to the size of the clique. There are two strong motivations behind 
the approach. First, by anonymizing a larger number of messages 

at once, it can provide higher success rate which also results in 

better performance, as the graph will become less crowded. 
Second, by anonymizing messages that have smaller k’s together 
with messages that have larger k’s, it can provide higher relative 

level of anonymity. Nbr k− search takes the latter approach. 

Its pseudo code is given in Algorithm 3 as the Nbr k−  Search 

function. 

 

Nbr k− search first collects the set of k values the new 

message 
cs

m and its neighbors ( )
cs

nbr m have, denoted as L 

in the pseudo code. The k values in L are considered in decreasing 

order until a clique is found or k becomes smaller than .
cs

m k  

(in which case the search returns empty set). For each k ∈ L 

considered, a clique of size k is searched by calling the local k 

Search function with appropriate parameters (see line 9). If such 

a clique can be found, the messages within the clique are 

returned. To integrate Nbr k−  search into the Clique Cloak 

algorithm, we can simply replace line 18 of the Algorithm 1 with 

the call to Nbr k− Search function. 

Experimental and Results 

Mobile Database 
We have created a mobile data tracking generator that simulates 

moving cars on the road and makes use of situational information 
from simulation requests. Each machine generates several 

messages during the simulation. Each message using a zipf 

parameter of 0.6 indicates the anonymous level (k value) of the 
list {5, 4, 3, 2}, k = 5 being the most popular. The spatial and 

temporal tolerance values of the messages are selected 

independently using the normal distributions whose default 

parameters are listed in Table 1. Whenever a message is 

generated, the message originator waits for the message to be 
anonymized or reduced, then waits for the normal value of the 

distributed time, called wait time, which is also specified by the 

default parameters in Table 1. All parameters take their default 
values, unless otherwise stated. We change many of these 

parameters to observe the behavior of the algorithms in different 

settings. 
 

Table 1. Message generation parameters 

Parameter Default value 

anonymity level range {5,4,3,2} 

anonymity level zipf param 0.6 

mean spatial tolerance 100 m 

variance in spatial tolerance 40 
2

m  

mean temporal tolerance 30 s 

variance in temporal tolerance 212 m  

mean inter-wait time 15 s 

variance in inter-wait time 26 s  

 

Table 2: Car movement parameters 

mean of car speeds for 
each road type 

{90,60,50} /km h  

std.dev. in car speeds 
for each road type 

{20,15,10} /km h  

traffic volume data {2916.6 , 916.6 , 250}   per hour  

 

Implementation of the anonymization phase 
The functions that are implemented for anonymization are briefly 

explained below. 

- Read Data: This function reads the data of each cluster 

separately from the file. 

- Set Attribute Type: This function specifies the type of 
each attribute. Each attribute can have Insensitive, 

Sensitive, Identifying and Quasi-identifyin values. This 

function is an ARX library function.  

- Set Hierarchy: This function specifies how to generalize 

records. This function is an ARX library function. 

- Set K-anonymity: Using this function, K-anonymity 
parameters are specified for anonymity. This function is an 

ARX library function. 

- Set L-diversity: Using this function, L-diversity 

parameters are identified for anonymity. This function is 

an ARX library function. 

- Set T-closeness: This function determines the 

parameters of the T-closeness for anonymity. This 

function is an ARX library function. 

- Anonymize Dataset: Anonymizes the dataset by 

receiving the parameters k, l and t. This function is an ARX 

library function. 
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Introducing evaluation criteria 

• Diversion ratio 

Consider the value of an attribute in a record that is not 

publicized. There was no distortion in this case. However, if the 
value of an attribute in a record is expanded to a more general 

value in the classification tree (hierarchical extension), then the 

degree of distortion on which the attribute is made is 
proportional to the degree of generalization on that attribute. For 

example, if the update value in the classification tree is close to 
the root of the node, the distortion rate is greater: thus, the 

degree of distortion of the attribute values depends on how high 

the generalization tree is. For example, the value for which the 
generalization is not performed is at the zero height of the tree. 

If only one level is generalized, it falls to the height of the 

generalization tree. 

Here 
ij

h  is the height of the generalized value of the attribute 

iA  from 
j

t . To calculate the rate of distortion of the whole 

dataset, we calculate the sum of the total distortion of the 

generalized values: which 
ij

ij

distortion h=  for 

calculating of diversion ratio, Distortion of developed database 

should be divided by the Distortion of the same set where all data 
values are fully generalized to the highest level. In other words, 

they are generalized at the root level.  

• Execution Time 

Another criterion used is the runtime of the algorithm. The 

runtime is the time it takes for an algorithm to run correctly and 

without error so that the results are visible at the end of the 
algorithm. 

• Predicting accuracy 

Another criterion used is precision. The published data is used 

for various purposes including knowledge extraction, prediction, 

and so on. Using this criterion the extent to which these goals 
will be achieved with the selected features will be examined. In 

order to clarify the problem, the confusion matrix will be 

expressed first.  
 

Table 3: Confusion matrix 

 
Predicted 

Positive Negative 

Actual Positive True Positive (TP) False Negative (FN) 

 Negative False Positive (FP) True Negative (TN) 

 
The most important criterion for determining the efficiency of 

an accuracy classification algorithm is the classification rate 1, 

which calculates the accuracy of an entire classification category. 
In fact, this criterion is the most popular and most general 

criterion for calculating the efficiency of classification algorithms, 

which indicates that the designed cluster correctly classifies a few 

percent of the entire set of experimental records. 

Classification accuracy is (CA) obtained using the following 
equation, which states that the two values of TP and TN are the 

most important values that should be maximized in a binary 

problem. (In multi-batch problems, the values on the original 
diameter of this matrix, which are deducted from the calculation 

of CA, should be maximal.) 

TP TN
CA

TP FN TN FP

+
=

+ + +
 

Results 
The proposed method is evaluated with runtime criteria, 
deviation ratio and prediction accuracy. The following results are 

followed.  

• Execution time 

The average runtime of the k nbr− algorithm and the 

proposed algorithm were calculated and measured five times and 
the results are shown in the following figures. The diagrams in 

the vertical axis indicate the runtime in seconds, and the 

horizontal diagram shows the number of pseudo- attitude. Each 
graph has different values of k that are listed below each graph 

but the values are l = 2 and t = 2. 

 
Figure 1: Comparison chart of execution time with K=2 

As can be seen in Fig. 1, both algorithms behave similarly when 

the number of features is low, and with the increase in the 
number of features, the execution time of the proposed method 

does not change much. But this increase in features in the k-nbr 

model also leads to a significant increase in runtime. 
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Figure 2: Comparison chart of execution time with K=5 

Fig.2 shows the run time of the proposed method and the

k nbr− with the number of features between 2 and 7 and k = 

5. Fig.3 is executed with k = 10 and its time is measured. 

 
Figure 3: Comparison chart of execution time with K=10 

 

Regarding execution time graphs, it can be concluded that 

increasing the number of features and increasing the value of K 

are effective on execution time, but overall the shape and 
behavior of the graphs do not change. 

• Diversion ratio 

The amount of deviation ratio was compared between the two k-
nbr privacy models and the proposed method. The results of the 

experiment can be seen in the following figures. The values of L 

and T are set to 2. 
 

 
Figure 4: Comparison chart of deviation ratio with K = 2 

In the above fig., the deviation ratio with the number of features 

is seen from 2 to 7. The vertical axis specifies the deviation ratio 

and the horizontal axis to the number of features. In the k-nbr 
model, due to weighting of features and deletion of various 

features by priority, the end features are most similar. For this 
reason, in Fig.4 we see that the data set with two properties and 

the application of the k-nbr algorithm has a lower deviation ratio. 

However, with the addition of more features, the proposed 
model is much better and has less information loss than the k-nbr 

model. 

 
Figure 5: Comparison chart of deviation ratio with K = 5 

Figure 5 shows the increase in data loss compared to the previous 

graph by increasing K. But we also see behavior similar to the 
previous chart. The same is evident in Fig.6. In Fig.6, the value 

of k is equal to 10, and again we see an increase in data loss. The 

reason for this can be stated that by increasing the value of k, the 
data becomes more secure against disclosure attacks and as a 

result more data will be lost. Increasing k is directly related to 

increasing the level of security of the output tables. 

 
Figure 6: Comparison chart of deviation ratio with K = 10 

• Predicting accuracy 

The last criterion to be evaluated is the accuracy criterion. By 
using this criterion, the utility of the selected features is 

measured. As you can see in Fig. 7, the prediction accuracy using 

the selected features in the proposed model is higher than the k-
nbr model, and also the prediction accuracy increases with 

increasing number of features. 
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Figure 7: Comparison of prediction accuracy 

At the end of the experiment we will review and summarize the 
results. Initially, the proposed method was evaluated in terms of 

execution time, which had superiority and less time than the 

similar model. It should be noted that with increasing k value, 
data security will be increased in terms of privacy, which in the 

k-nbr model will be increased computational load. Then the 

deviation ratio was investigated and the results showed that the 
proposed algorithm had a significant decrease in the amount of 

information loss compared to the k-nbr model. Finally, using the 
prediction accuracy criterion, the objective function prediction 

was evaluated based on the selected features that the proposed 

method has superiority over each aspect. In the proposed 
algorithm set, a new approach on how to select features for 

anonymization and dissemination of data is proposed which can 

have a major impact on the privacy of data for dissemination in 
the future. 

Conclusion 

We propose a customizable K-anonymity model to provide 

location privacy. Our model has two unique features. First, it 
allows each cellular node to be defined in the most expensive 

single messages, at least by its anonymity level, as well as by a 

high degree of inaccuracy by temporal and spatial cipher 
algorithms. Second, it implements this model using a clustered-

space-time hidden ramp algorithm, Clique Cloak, which can 

match the messages sent by mobile nodes to the k-location of the 
location while the messages are anonymous and accurate. This 

study presents strategies to increase privacy and safety of 
spreadsheet data sets. The issue of privacy refers to the care of 

the personal information held by the recipient of the information 

and it can be said that the request is how personal data collected 
for social purposes should be maintained and used by the 

organization that collected it. In pursuit of these goals, there 

were a number of ways that challenged this issue in two ways. 
The first challenge refers to the level of privacy of individuals 

using the proposed solutions; and the second challenge concerns 

the extent to which information is lost after the proposed 
solutions are implemented. According to the aforementioned, 

the purpose of this study is to develop and reduce the amount of 

information loss in a three layer algorithm. Finally, by using the 

features of feature selection to select pseudo-identities, the 

weighting stage of the features from the three-layer algorithm 

was completely followed by the partial preprocessing and 
anonymization step, which greatly improved the three-layer 

algorithm. This solution reduces the amount of data loss and 

runtime and also increases prediction accuracy. In the proposed 
method, firstly, pseudo-attributes were selected using the 

feature selection method. Then clustering was performed on 

selected features and finally anonymization operation was 
performed on clusters and confidential data set was generated. 

After presenting the proposed solution, the mobile dataset was 
introduced along with the criteria for deviation ratio, execution 

and prediction accuracy. Providing information and predictive 

accuracy has improved significantly. The following describes the 
innovations and achievements of the proposed method: 

- Use attribute selection operations for pseudo- attributes 

- Use class to select features 

- Use front-facing selection to select features  

- Reduce execution time  

- Reduce data loss 

- Increase the prediction accuracy 

The results of this study are very useful and useful for statistical 

organizations, medical centers, insurance, etc., which deal with 
the publication of data sets and porotecting the privacy of 

customers and their accountants will have a huge impact. 
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