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ABSTRACT 

This study presents a solution for predicting university dropout rates, leveraging advanced digital technologies and the Random Forest 
algorithm. The model was developed using key academic variables, such as year of enrollment, program of study, semester attended, 
and academic performance, represented by the grade point average (GPA). A dropout threshold was established for students whose GPA 
fell below 11. The dataset was partitioned into 70% for training and 30% for testing, yielding an overall accuracy of 85.9%. Feature 
importance analysis identified semester and year of enrollment as the most influential factors in predicting dropout. While the model 
demonstrated a 91% accuracy in identifying students unlikely to drop out, its predictive capacity for students at risk of dropping out was 
limited to 52%. This approach constitutes a significant advancement in the implementation of digital technologies in education, enabling 
proactive strategies to improve student retention through data-driven predictive interventions. 
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Introduction   

This work is proposed as a response to the growing concern 

about university dropout, a phenomenon with significant 

implications for educational institutions and social and economic 

development [1]. In this context, the fundamental purpose of this 

study was to develop a predictive model capable of accurately 

identifying students at risk of dropping out, using an approach 

based on the analysis of academic data through the Random 

Forest algorithm [2]. This method was selected for its ability to 

handle large volumes of heterogeneous data and its efficiency in 

interpreting complex variables. Thus, the research aims to 

provide a robust predictive tool that facilitates the 

implementation of proactive and personalized interventions to 

improve student retention and reduce university dropout rates 

[3, 4]. 

Previous studies on university dropout have addressed the issue 

from diverse perspectives, encompassing both socioeconomic 

and academic factors, revealing a multiplicity of variables 

influencing the phenomenon. For instance, the research of Acero 

(2019) and Ahmed and Khan (2019) laid the groundwork by 

highlighting the importance of institutional commitment and 

social integration factors in student retention—elements that 

have been complemented in recent years with the development 

of quantitative predictive models [5-7]. More recent studies have 

employed machine learning algorithms such as logistic regression 

and neural networks, demonstrating promising results in 

predictive accuracy. However, the use of Random Forest for 

dropout prediction is still emerging, offering advantages in terms 

of variable interpretability and robustness against noisy data, 

aspects this study explores and optimizes [8, 9]. 

In terms of objectives, this study seeks to achieve three specific 

and measurable goals: firstly, to construct a Random Forest-

based prediction model capable of achieving high accuracy in 

Access this article online 

Website: www.japer.in E-ISSN: 2249-3379 

 

How to cite this article: Torres-Cruz F, Pari-Condori EY, Tumi-Figueroa 

EN, Coyla-Idme L, Tito-Lipa J, Gonzalez LA, et al. Prediction of university 
dropouts through random forest-based models. J Adv Pharm Educ Res. 
2025;15(1):78-83. https://doi.org/10.51847/PFb18QB60j 

 

file:///E:/template/105/www.japer.in
https://doi.org/10.51847/PFb18QB60j


Torres-Cruz et al.: Prediction of university dropouts through random forest-based models 
 

Journal of Advanced Pharmacy Education & Research | Jan – Mar 2025 | Vol 15 | Issue 1                                                                     79 

classifying students; secondly, to evaluate the relative importance 

of specific academic variables, such as the engineering school to 

which a student belongs, year of enrollment, semester attended, 

and GPA, in determining dropout risk; and finally, to provide an 

interpretative tool enabling institutions to identify and 

understand dropout patterns across different student cohorts, 

facilitating the design of tailored interventions. These objectives 

ensure a pragmatic and measurable approach that can be 

integrated into educational policy decision-making processes. 

The justification for this research lies in its innovative approach, 

applying a machine learning algorithm—Random Forest—in the 

context of university dropout prediction, a methodology that has 

demonstrated consistent results in other domains but remains 

underexplored in this specific field [10-12]. Furthermore, the 

selection of key academic variables allows the analysis to focus on 

aspects directly linked to student performance, avoiding external 

factors that are harder to modify, such as socioeconomic 

conditions [5]. This makes the research an original and practical 

tool for educational institutions, aimed at improving the 

efficiency of retention strategies through a purely academic lens, 

with the potential to be implemented in digital student 

monitoring platforms [13,  14]. 

This study not only seeks to advance theoretical knowledge on 

factors associated with university dropout but also to provide an 

applicable and scalable tool that enables educational institutions 

to anticipate dropout and, ultimately, improve retention rates. 

The innovation of using Random Forest for the selection and 

analysis of academic variables represents a significant 

contribution to the field of education, with a technological 

approach that facilitates the translation of these findings into 

decision-support platforms, thereby enabling personalized and 

proactive interventions in academic settings [15]. 

Materials and Methods 

The methodological design of this research focuses on analyzing 

the phenomenon of university dropout from a quantitative 

perspective, aimed at identifying predictive patterns in students' 

academic data. This phenomenon is approached as a critical 

indicator of academic efficiency in higher education institutions, 

as student retention is directly associated with educational quality 

and the social impact of universities. The adopted approach seeks 

not merely to view dropout as a simple statistic but to understand 

it through the lens of its academic predictors, enabling the design 

of data-driven, informed strategies to intervene at the early 

stages of the educational process. 

The study is classified as quantitative, explanatory, and 

deductive, as its objective is to establish causal and correlative 

relationships between specific academic variables and dropout 

risk. The explanatory nature of the research is based on its 

intention to clarify the internal factors contributing to university 

dropout, which are also manipulable by institutions. 

Additionally, this is a cross-sectional study, given that the data 

spans multiple cohorts over a single academic period. This 

approach allows the evaluation of the phenomenon within a 

specific temporal context without experimental intervention. 

Given the predictive focus, the central hypothesis of the research 

posits that "academic variables such as program of study, 

semester attended, and year of enrollment have a significant 

influence on the probability of university dropout, and these 

variables can be used to develop a robust predictive model based 

on the Random Forest algorithm." This hypothesis facilitates the 

exploration of academic data as early indicators of dropout, 

providing a solid foundation for proactive interventions in 

educational administration. 

The study's scope is centered on the National University of the 

Altiplano of Puno, Peru, a large institution with an educational 

population of approximately 18,000 enrolled students. This 

diversity in academic programs and demographics makes the 

findings broadly applicable while maintaining controlled 

generalization. The study population includes all undergraduate 

engineering students at this institution over three years (2020, 

2021, 2022), encompassing various engineering disciplines and 

levels of academic progress. This temporal span allows the 

analysis of dropout behavior patterns potentially influenced by 

changes in internal policies or external contexts, such as shifts in 

the educational or economic system. 

For sample selection, 249,043 records of enrollments and grades 

from 2020, 2021, and 2022 were included. Although no specific 

sampling method was employed, this sample size ensures an 

adequate representation of the university's diverse student 

population. Furthermore, the large dataset provides sufficient 

statistical power for regression analyses and feature importance 

evaluations applicable to the Random Forest algorithm. 

The variables analyzed were selected based on their theoretical 

and practical relevance to dropout prediction, aligning with the 

study's objectives. The independent variables include year of 

enrollment, program of study, semester attended, and academic 

performance (measured via GPA). The dependent variable is the 

probability of dropout, determined using a performance 

threshold, with a GPA below 11 indicating a risk of dropout. 

These variables not only allow robust quantitative measurement 

but also have a strong theoretical foundation in previous dropout 

studies, which link academic performance and curriculum 

progression to student attrition. Additionally, course grouping 

by student was applied to ensure accurate dropout identification, 

which enabled the analysis of the following datasets effectively. 

 

Table 1. Análisis luego de la Segmentación 

Variable X SD 

Grades 12.79 3.34 

 n % 

Dropout (No) 18,979 83% 

Dropout (Yes) 3,833 17% 

 

To implement the predictive model, the Random Forest 

algorithm was used, chosen for its effectiveness in data 

classification and its ability to handle variables with non-linear 

relationships, which is particularly relevant given the 
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heterogeneous nature of academic data. This algorithm also 

provides advantages in interpreting feature importance, which is 

crucial for identifying the factors that carry the most weight in 

predicting dropout. To ensure the model's validity and 

reliability, the data was partitioned into a training set (70%) and 

a testing set (30%), adhering to best practices in predictive 

modeling. 

The model's accuracy was assessed using standard metrics, such 

as overall accuracy, sensitivity (the ability to correctly identify 

students at risk of dropping out), and specificity (the ability to 

identify students who do not drop out). These metrics allowed 

for evaluating the model's robustness and applicability in real-

world scenarios. Variable importance was quantified based on 

each feature’s contribution to the prediction, with semester 

attended and year of enrollment emerging as the most influential 

predictors. The selection of techniques, metrics, and procedures 

in this methodological design aligns with the need to develop a 

highly reliable predictive tool that can be effectively 

implemented in educational contexts. 

The fieldwork for this research was conducted through a 

systematic strategy for collecting academic and demographic data 

from the academic management systems of the National 

University of the Altiplano. Data collection was carried out over 

a specific period, from January 2020 to July 2023, enabling the 

creation of a comprehensive and representative dataset of 

students enrolled across various semesters and study programs. 

To ensure the completeness and accuracy of the data, multi-stage 

verification and cleaning processes were performed, including 

techniques such as deduplication, imputation, and grouping, as 

well as the removal of incomplete or inconsistent entries. This 

process ensured an optimal level of data quality and mitigated 

biases stemming from recording errors, thus guaranteeing the 

validity of the dataset for subsequent analysis. 

The data analysis employed data mining and machine learning 

techniques, focusing on the Random Forest algorithm due to its 

high classification capability and effectiveness in handling 

complex data with non-linear relationships. This technique was 

specifically chosen for its suitability in identifying patterns within 

datasets containing multiple predictive variables, as 

demonstrated in other studies, which is crucial for modeling 

dropout probability. The analysis was conducted in multiple 

phases: first, a training phase was performed using 70% of the 

dataset; then, the model was applied to the remaining 30% 

testing set to evaluate its predictive performance. Cross-

validation and accuracy metrics were employed to optimize 

hyperparameters, ensuring the model's robustness and 

generalizability to new data, as outlined in Figure 1. 

 
Figure 1. Metrics of Evaluation 

The type of data analysis employed included predictive 

performance metrics such as accuracy, sensitivity, and specificity 

to evaluate the model's effectiveness in identifying students at 

risk of dropout. The model achieved an overall accuracy of 

85.9%, with a sensitivity of 52% for detecting at-risk cases and a 

specificity of 91% for identifying students who continued their 

studies. These metrics were critical for assessing the model's 

capability in a real-world context, as accuracy alone is insufficient 

to interpret predictive validity in educational intervention 

applications. To determine the importance of each variable, the 

"Mean Decrease in Impurity" (MDI) metric was used, providing 

a quantitative assessment of each predictor's contribution to 

reducing uncertainty in classification. 

Results and Discussion  

The findings of this study reveal significant patterns in the 

prediction of university dropout through an exhaustive analysis 

using the Random Forest model. The model achieved an overall 

accuracy of 85.9%, demonstrating robust predictive capacity in 

distinguishing students likely to persist in their studies from those 

at risk of dropping out. Performance was evaluated using metrics 

of accuracy, sensitivity (recall), and specificity. While the model 

exhibited a specificity of 91%, indicating high efficiency in 

classifying persistent students, its sensitivity was limited to 52% 

for identifying at-risk students. This discrepancy highlights the 

model’s strength in recognizing non-dropouts but also its 

relatively lower performance in detecting students at risk. 

The analysis of feature importance for the predictive variables 

underscored that semester attended and year of enrollment are 

significant factors influencing dropout prediction. The 

contributions of these variables were quantified using the Mean 

Decrease in Impurity (MDI) metric, which measures each 

predictor’s role in reducing node impurity within the decision 

trees of the Random Forest. The semester attended exhibited the 

highest MDI value (MDI_semester = 0.328), followed by a year 

of enrollment (MDI_ingreso = 0.296), program of study 

(MDI_carrera = 0.214), and GPA (MDI_promedio = 0.162). 

These results confirm that academic progress, as reflected in the 

semester and year of enrollment, plays a pivotal role in 

determining dropout probability. 
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To further evaluate model performance, a Receiver Operating 

Characteristic (ROC) curve was constructed, and the Area 

Under the Curve (AUC) was calculated. The AUC value of 0.77 

indicates reasonable discrimination between students who drop 

out and those who persist. The ROC curve, derived from 

sensitivity and specificity values at various classification 

thresholds, confirmed the model’s adequate yet improvable 

performance, particularly in terms of sensitivity. The lower 

sensitivity in identifying at-risk students suggests opportunities 

for model optimization through techniques such as class 

imbalance adjustment or ensemble algorithms designed to 

enhance sensitivity without compromising specificity. 

The variable "GPA" also exhibited a strong correlation with 

dropout probability. Students with GPAs below 11 showed a 

marked tendency to drop out, validating the threshold 

established for classifying at-risk students. Notably, prediction 

accuracy increased for students with low GPAs, suggesting that 

this variable is an effective predictor, particularly when 

considered alongside other academic factors such as semester 

attended. This finding underscores the importance of targeted 

intervention strategies for students with poor academic 

performance. Prioritizing such students through proactive 

measures could significantly mitigate dropout rates, reinforcing 

the utility of GPA as a key indicator for early intervention. 

 
Figure 2. Dropout by Career 

Additionally, the results of the complementary logistic 

regression applied to key variables confirmed the influence of 

semester attended (B_semester = 0.452, p < 0.001) and year of 

enrollment (B_ingreso = 0.376, p < 0.001) as significant 

predictors. This additional analysis was conducted to assess the 

stability of these variables within a statistical framework, and its 

findings reinforce the robustness of the Random Forest model by 

identifying the same influential predictors. The alignment 

between both models provides theoretical and practical support 

for the importance of these variables in the dropout 

phenomenon, underscoring the need to focus interventions 

during these critical periods. 

In terms of classification errors, the analysis revealed that the 

model has a relatively high false-negative rate compared to false 

positives. This means there is a greater likelihood of failing to 

identify at-risk students than erroneously classifying students as 

at-risk. The false-negative rate was 48%, while the false-positive 

rate was 9%. This error pattern suggests that the model 

prioritizes ensuring that students flagged as at risk are indeed 

critical cases, at the expense of potentially overlooking some 

dropout cases. This trade-off should be carefully considered in 

the design of preventive policies. 

Category-specific accuracy demonstrated that certain programs 

exhibit higher dropout rates than others, influenced by factors 

such as semester attendance and academic performance. This 

finding supports the implementation of tailored academic 

support strategies that address the unique characteristics of each 

program, thereby improving the model’s accuracy for future 

applications across diverse academic contexts. 

The results also revealed an accumulated risk trend by semester, 

showing that students in the early semesters (1st to 3rd) face a 

higher dropout rate than those in advanced semesters. This 

phenomenon was quantified using a Kaplan–Meier curve applied 

to semester progression, which displayed a significant decrease 

in the probability of dropout as students advanced in their 

academic careers. This trend underscores the critical importance 

of early and targeted interventions designed to mitigate the risk 

of attrition during the initial academic cycles when students are 

most vulnerable. 

The findings provide a solid empirical foundation for 

implementing a predictive monitoring system within the 

university's digital platforms, enabling the development of 

personalized interventions. Although the model’s sensitivity is 

limited, its ability to identify at-risk students offers significant 

value as a strategic tool for academic retention efforts. This study 

suggests that by optimizing the model’s sensitivity and fine-

tuning classification parameters, it is possible to enhance dropout 

prediction accuracy and design more effective preventive 

policies. 

Conclusion 

The findings of this research demonstrate that university dropout 

can be predicted with considerable accuracy using advanced 

machine learning algorithms, specifically the Random Forest 

model [16]. The constructed model achieved an overall accuracy 

of 85.9% and a specificity of 91%, confirming its ability to 

identify students with a low probability of dropping out. 

However, its sensitivity of 52% indicates moderate effectiveness 

in identifying students at risk. Semester attended and year of 

enrollment emerged as the most influential variables, 

highlighting academic progress as a critical predictive factor in 

higher education attrition. This finding reinforces the validity of 

using academic indicators as central features in predictive 

dropout models, as opposed to external contextual variables 

[17]. 

The initial hypothesis of this study posited that specific academic 

variables, particularly semester attended and year of enrollment, 

would have a significant influence on the likelihood of dropout 

and that a Random Forest-based model could effectively capture 

these relationships. The results strongly support this hypothesis, 

demonstrating that these variables are not only robust predictors 
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but also carry considerable weight in classifying at-risk students. 

The implementation of the model validated the notion that 

exclusively academic data can be effective for generating 

actionable predictions without relying on variables that are 

difficult to intervene upon, such as students’ socioeconomic 

characteristics. 

A comparative analysis of the results with prior studies reveals 

that while earlier research has employed demographic and 

socioeconomic variables to complement academic performance, 

the findings of this study suggest that a purely academic focus can 

be highly effective for predicting dropout [18]. This represents a 

significant methodological advancement, as it allows intervention 

efforts to be concentrated on factors directly controllable by 

institutions [19]. Compared to models based on logistic 

regression or neural networks, the Random Forest algorithm not 

only offers competitive accuracy but also provides an advantage 

in interpretability by identifying the most influential variables 

through techniques such as feature importance analysis [20]. 

Despite these promising results, the relatively low sensitivity in 

identifying at-risk students highlights a limitation in the model’s 

ability to detect certain dropout cases, potentially 

underestimating the true scope of the problem. This suggests the 

need to explore additional machine learning approaches or class 

imbalance adjustment methods that could enhance detection 

capability without compromising the accuracy of persistent 

student classification [5]. Furthermore, these findings open the 

door to combining Random Forest with ensemble techniques, 

such as boosting or incorporating longitudinal tracking data to 

provide a more comprehensive view of factors evolving over the 

academic cycle. 

This study provides a solid foundation for implementing 

predictive models of university dropout focused on academic 

performance, demonstrating that internal variables within the 

educational process are sufficient to generate early warnings for 

at-risk students [14, 21, 22]. The novelty of this approach lies in 

its ability to simplify interventions by relying exclusively on 

academic data, making it particularly suitable for integration into 

student management systems [20, 23]. These findings, along with 

the flexibility and scalability of the Random Forest model, make 

a significant contribution to the field of academic retention, 

offering an analytical and actionable framework that can be 

adapted and optimized across various educational institutions to 

effectively and proactively address the issue of dropout. 
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